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Newspaper archives

Newspaper archive Delpher.nl offers millions of newspaper pages
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Motivation

∙ Study genre distribution in Dutch newspaper text

∙ However, digital archives do not contain genre labelling

∙ Due to big corpus size, we need machine learning

BUT... Can we trust the results of machine learning?
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Transparency

∙ We need to be able to show what machine learning is doing

∙ Both for specialists and non-specialists (domain experts)

∙ We want transparency in all aspects of the labelling process
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Transparent Workflow
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Case Study

∙ We study distribution of genre (e.g. column, interview, review, etc.)
over time

∙ We use supervised machine learning algorithms for genre labelling

∙ We can analyze the impact of different variants for:
∙ Data preparation
∙ Data pre-processing
∙ Machine learning algorithms
∙ Algorithm configurations

∙ We examine visualizations for fair comparison
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Data preparation

We need a balanced dataset to ensure a fair model
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Data pre-processing

We consider two types of document representations:

∙ Bag-of-words (i.e. words and their frequencies)

∙ Linguistic features (e.g. document length, number of pronouns, etc.)
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Machine learning algorithms and configurations

We evaluate three machine learning algorithms:

∙ Naive Bayes

∙ Support Vector Classifier

∙ Random Forest

The algorithms have several configurable parameters that have
impact on their behaviour.

We use automated techniques to select optimal values of these
parameters.
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Pipeline analysis - Feature importance ranking
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Pipeline comparison using confusion matrices

Confusion matrices for two machine learning pipelines:

SVC accuracy is 70% (left) and RF accuracy is 41% (right)
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Pipeline comparison using article-based view
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Pipeline comparison using set-based view
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Pipeline comparison using explanation-based view
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Local explanations
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Domain hypothesis: Genre distribution over time
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Concluding remarks

∙ With accuracy alone, we cannot select the best pipeline for the
domain scientist

∙ Transparency promises in-depth insights and discussions for both
the domain scientist and the computer scientist

∙ We can claim transparency increases trust of the domain scientist
in the application of machine learning
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